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ABSTRACT 
The combination of decreasing MOSFET dimensions 

and increasing use of MOSFETs for analog and RF 
application has created the need for advanced compact 
models for MOSFET circuit design. The first generation of 
MOSFET models rely on approximate solutions that are 
only valid in particular regions of operation connected 
mathematically to provide continuous solutions. This leads 
to inaccuracy between regions and therefore inaccuracy in 
simulating circuits where those regions are important to the 
circuit function. This paper provides an overview of the 
basic physics that must be modeled to build a compact 
model for the MOSFET and describes the approaches taken 
by the developers of several advanced models. 
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1 INTRODUCTION 
The MOSFET is inherently a two-dimensional (2-D) 

electronic device. Its input voltage is applied in the x-
direction perpendicular to a semiconductor surface in order 
to modulate the current which flows near the surface in the 
y-direction when a voltage is applied to the two ends of the 
device.  The first step in creating an analytic model is a 
device-physics-based decomposition of the 2-D problem 
into two 1-D problems. [1] The 1-D x-solution is known as 
the input voltage equation, which relates applied gate 
voltage to the electric conditions of the semiconductor 
surface. This is an electrostatic solution of Poisson�s 
equation.  The 1-D y-solution is known as the output 
current equation, which relates the current passing 
between the drain and source to the x-solution and the 
voltages applied to the source and drain.  This solution 
involves conduction down the channel by the mechanisms 
of drift and diffusion.  This separation of the problem is 
called the gradual channel approximation because it 
requires assuming that the potential along the channel 
varies gradually enough for the 1-D electrostatic solution to 
be valid. 

Pao and Sah [2] obtained a solution in the form of a 
double integral (over the thickness of the inversion layer 
and the length of the channel).  Evaluation requires 
numerical integration and is too computation intensive for 
use in a compact model.  However the so called Pao-Sah 

equation is highly physical and still serves as a reference to 
test the accuracy of less computation intensive solutions.  
The next step in the development of MOS models was the 
use of the charge-sheet approximation [3,4,5], which 
assumes the inversion layer is infinitesimally thin i.e. the 
potential does not vary through the thickness of the 
channel.  This yields implicit not explicit expressions for 
the surface potential in terms of the applied voltages.  
Given the computing power available at the time early 
SPICE models needed a simpler solution to the input 
voltage equation. 

The solution adopted was the threshold voltage (VT) 
based formulation which assumes the surface potential is a 
very simple function of the input voltage: constant for Vg 
above VT and a linear function of gate voltage below VT. 
This results in separate solutions for different regions of 
MOSFET operation requiring smoothing functions to 
connect the regions.  These functions can be deduced from 
experiment [6].  Despite their limitations such models have 
been successfully used for much circuit design work.  
BSIM4 and MOS Model 9 are modern versions of threshold 
voltage based models. 

Other MOSFET models can be divided into two groups 
based on the approach they take to solving the input and 
output equations.  One approach is to solve for the input 
equation surface potential at the two ends of the channel.  
The terminal charges, currents and derivatives are then 
calculated from the surface potential.  These models are 
called surface potential models.  Four of the present authors 
are involved with development of such models. 
(Gildenblat�SP, van Langevelde�MOS Model 11, Miura-
Mattausch�HiSIM and Rios�A Practical Source-Side 
Only Model). 

Another approach is to find the density of the inversion 
charge at the two ends of the channel and formulate the 
model outputs in terms of these charge densities. We will 
call these �charge based models� meaning that both 
conductance and capacitance calculations are based on 
charge (all models in this paper explicitly calculate terminal 
charges). Other terms have been used including �inversion 
charge based�, �charge control� and �unified� models. 
Three of the present authors are involved with the 
development of such models. (Enz�EKV, Galup-
Montoro�ACM and Hu�BSIM5)   

After selecting an approach to solving the fundamental 
differential equations the model developer faces many more 
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challenges due to the non-ideal real devices.  These include 
complex doping profiles and small dimensions that lead to a 
variety of physical effects.  As devices evolve models must 
evolve to keep up.  In the following sections model 
developers describe some of the large and small choices 
that shape seven particular advanced MOSFET models.   

2 CHARGE BASED MODELS 
A practical compact model requires efficient and 

accurate algorithms to calculated currents, charges and 
derivatives.  Maher and Mead [7] showed that the drain 
current can be expressed as a function of the area densities 
of the inversion charge at the source and the drain. Cunha et 
al. [8] derived expressions for the total charges and small 
signal parameters as a function of the source and drain 
channel charge densities.  Shur�s group proposed the 
Unified Charge Control Model [9] and introduced, without 
derivation [10], an equation for the charge densities as a 
function of terminal voltages. Gummel et al. [11] recently 
provided a theoretical derivation for basically the same 
charge equation and proposed a charge-based model called 
USIM. He, et al. [12] provided an alternate derivation of a 
similar charge solution.  These models rely on the gradual 
channel and charge sheet assumptions and a linearization of 
the bulk and inversion charges with respect to the surface 
potential at a fixed gate bias.  For the accumulation region 
(where there is no inversion charge) several approaches are 
possible. A equation similar to that for inversion charge can 
be derived for the accumulation charge or a surface 
potential based approach, among others can be used. 

2.1 The ACM Model 
The MOS modeling activities of the S. Catarina 

University group, beginning in the late 80´s, were 
motivated by their work at that time on analog design in 
digital CMOS technology. The use of the MOS gate as a 
linear capacitor required the calculation of the weak 
nonlinearities of the MOS capacitor in accumulation and 
strong inversion.  The classical strong inversion (SI) 
approximation was clearly not appropriate and improved 
capacitive models of the MOS gate valid for moderate 
inversion (MI) and accumulation were therefore developed 
[13]. The use of the new gate capacitor model to achieve a 
four terminal MOS model accurate in SI and MI, was a 
natural step forward [14].  The model [14] used lengthy 
surface potential based expressions for current and charges 
and was not satisfactory for analog design. The need for a 
symmetrical MOSFET model [15] to describe the series 
association of transistors became clear at that time [16].  

An appropriate MOSFET model was finally achieved in 
[8]. The symmetry of the transistor with respect to source 
and drain was obeyed. Explicit expressions for the current, 
charges, transconductances and the 16 capacitive 
coefficients valid in weak, moderate and strong inversion 
were made available. All transistor parameters were given 
as very simple (rational) functions of the inversion charge 
densities at the channel boundaries.  

The model in [8] was based on two physical features of 
the MOSFET structure: the charge-sheet model [3] and the 
incrementally linear relationship between the inversion 
charge density Q´I and the surface potential ✂S [7] 

SoxI dCnQd Φ′=′                      

oxb CC1n ′′+=                        (1) 
In (1), C´ox is the oxide capacitance per unit area and 

bC′  is the depletion capacitance calculated assuming the 
inversion charge to be negligible. n is the slope factor, 
slightly dependent on the gate voltage. 

A link between the charge model of [8] and the current-
based model of [15] was obtained in [17, 18]. 

Dc, ac and non-quasi-static models were developed in 
[18,19].  Rigorous definitions of pinch-off and threshold 
voltages, essential to consistent and precise models, were 
given as follows.  

The channel charge density for which the diffusion 
current equals the drift current is designated the pinch-off 
charge density Q’ip 

 

t
'
ox

'
ip nCQ ϕ−=           (2) 

where tϕ  is the thermal voltage 
The channel-to-substrate voltage (VC) for which the 

channel charge density equals Q´ip is called the pinch-off 
voltage VP. The equilibrium threshold voltage VTO, 
measured for VC=0, is the gate voltage for which the 
channel charge density equals Q´ip. 

The unified charge control model (UCCM) [9,10] was 
theoretically derived in [20] adding a new basic 
approximation to the model in [8]. Considering the 
inversion capacitance C´i proportional to the inversion 
charge  it follows [20] that: 
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Integrating (3) between an arbitrary channel potential 

VC and the pinch-off voltage VP, yields the UCCM.  
A computer-implemented version of the model, called 

ACM (Advanced Compact MOSFET), has been included in 
a circuit simulator since 1997 [21]. ACM has a hierarchical 
structure that facilitates the inclusion of different 
phenomena into the model [22]. Because of its very simple 
expression for the derivative of the channel charge density 
(3), ACM was the first, and is still the only model to furnish 
simple explicit expressions for all the intrinsic capacitive 
coefficients, even when short channel effects [22] are taken 
into account. Parameters of the ACM model can be easily 
extracted, as shown in [18, 20].  Recently, unified 1/f noise 
and mismatch models were presented in [23, 24] 

 
2.2 The EKV Model 

The EKV model was initially developed for the design 
of very low-power analog ICs, with the objective of having 
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a simple analytical model valid in all modes of inversion. It 
was important to correctly handle the weak inversion part 
since many micropower circuits were designed based on the 
MOS transistor operating in this region [25]. The first paper 
about EKV [26] 1 already exploited the symmetry of the 
device by referring all the terminal voltages to the substrate.  
It also redefined the forward and reverse currents initially 
proposed for strong inversion in [27] extending it to all 
modes of inversion. The fundamental concept of 
normalized forward current (also called inversion factor) 
and reverse current were also defined and used for circuit 
design optimization. The moderate inversion region was 
covered by an empirical interpolation function after proper 
normalization. Even though this early model used the 
linearization of the inversion charge with respect to the 
channel voltage to derive the drain current, it was actually 
not a charge-based model at this stage. It was rather based 
on a continuous gm /I characteristics, following the intuition 
that the transconductances are proportional to the inversion 
charge. It was only latter that a physical function covering 
weak to strong inversion could be derived [28, 29, 30], 
following the pioneering work of Maher [7, 31], giving rise 
to the charge-based EKV model. A rigorous derivation of 
the charge-based EKV model and a detailed modeling of 
the inversion charge linearization can be found in [32]. 

Referencing the voltages to the bulk not only preserves 
and exploits the symmetry of the device in the model, but 
also allows to clearly distinguish between effects that do 
not affect this symmetry property, such as all the effects 
related to the transverse field (mobility reduction due to the 
transverse field, poly depletion [33], quantum effect [34], 
non-uniform doping in the transverse direction [35]) and 
the effects related to the longitudinal direction such as 
velocity saturation, non-uniform doping in the longitudinal 
direction, that destroy the symmetry property [36]. An 
additional feature of the symmetrical model is that the 
effects related to the transverse field can be modeled by 
using the basic equations after properly pre-warping the 
parameters. 

From a designer�s point of view, the most relevant 
parameters are often the transconductances. From the basic 
physics of the MOS transistor, it turns out that the source 
and drain transconductances are actually proportional to the 
inversion charge density Qi evaluated at the source QiS and 
at the drain QiD respectively.  It can be shown that the 
normalized chages qs = QiS /Qspec and qd = QiD /Qspec where 
Qspec = -2nCox✩T  qs and qd not only determine the 
transconductances, but actually all the important MOST 
variables, including the current [37,38], the terminal 
charges [39], the capacitances [39], the transcapacitances 
[39,40,41], the admittances [40,41], the transadmittances 
[40,41], and the thermal noise, including the induced-gate 
noise [42,43,44]. The normalized charges qs and qd are 
depending on the terminal voltages according to [37, 38] 

                                                           
1 The EKV name originates from the initials of the authors 
of this paper. 

)()()( ln2 dsdsdsp qqvv +=−  (4) 

where voltages are normalized with the thermal voltage and 
charge densities are normalized as qi = Qi /(-2nCox✩t )  The 
charge-based modeling approach allows therefore 
decoupling the relations between the variables mentioned 
above and the terminal voltages by using the intermediate 
qs and qd variables [45]. 

Although EKV is a charge-based model, the inversion 
charge linearization gives a direct relation between the 
surface potential ✂s and the inversion charge density Qi 
according to [37, 38]. 

 
( ) oxiPs nCQ−−Φ=Φ  (5) 

 
where ✂P is a function of the gate voltage only and is 
defined as the value of ✂s for which Qi = 0. The pinch-off 
voltage is then computed as VP = ✂P - 2ΦF - m ✩T, where m 
can be considered as constant and typically ranging 
between 2 and 4 [32]. The definition of ΦP applies initially 
in depletion and inversion, but in the EKV approach, ✂P 
(VG) is formulated to also cover the accumulation region. 
This is illustrated in Fig. 1 where the surface potential is 
calculated from the inversion charge according to (5) and 
compared to the result obtained from numerical 
simulations.
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Figure 1: Approximation of the surface potential from the 
inversion charge according to (5). 

The EKV charge-based model has now evolved into a 
full featured scalable compact model that includes all the 
major effects that have to be accounted for in deep 
submicron CMOS technologies [46, 47, and 48]. The 
recently released EKV version 3.0 features a coherent 
physical and hierarchical description of all the static, 
dynamic and noise aspects, while retaining a reduced 
number of parameters 46, 47, 48]. The EKV model is 
currently being extended to double-gate device 
architectures using the EKV charge-based approach [49].  
More informations about the EKV model can be found at 
[50]. 
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2.3 The BSIM5 Model 
In both surface potential and charge based models an 

implicit function needs to be evaluated to find the surface 
potential in one case or the charge density in another for 
each set of bias voltages in SPICE iterations. Since the 
current is an exponential function of the surface potential 
but a linear/quadratic function of the charge density, the 
calculation of the charge density need not to be carried out 
to as high a degree of accuracy as the surface potential.   

BSIM5 uses a single set of equations to calculate 
charges throughout all the bias regions.  It can relatively 
easily incorporate short-channel, non-uniform doping, and 
numerous other effects to accurately model subtle details of 
the device behaviors in the tradition of BSIM4. Special 
attention is paid to higher-order physics such as accurate 
current saturation and quantum mechanical effect.  It is 
fully symmetric and smooth.   

Assuming gradual channel and constant quasi-Fermi 
level, Ids can be expressed as a product of the gradient of 
the quasi-fermi potential Vch and the inversion charge 
density Qi as:  

dy

dV
WQμI ch

ieffds =          (6) 

The inversion charge density (normalized with 
qI=QI/(✩tCox) and v=V/✩t) can be expressed as: 
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where n is the slope factor.  Combining Eq(6-7) and then 
integrating from source to drain results in: 
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The inversion charge densities at the source and drain 
(qs and qd) can be calculated from (7). Fig.2. shows that 
BSIM5 accurately models the inversion charge density.  

 

 

 

 

 

 

 
 
 
 
Fig.2 Comparison of charge among  BSIM5, the charge-sheet 
model [54] and the Pao-Sah model[2] 

Poly-depletion and the quantum effects are partially 
included in (8), which also models more detailed physics 
with additional terms in BSIM5. Velocity saturation, 
velocity overshoot and source-velocity limit are modeled in 
a unified way.  BSIM5 shows (Fig.3) that the classical 
velocity saturation underestimates the drain current for 
45nm technology while the hydrodynamic model 
overestimates the current because source-velocity limit 
starts to take effect. 

BSIM5 core model can be easily extended to model 
non-classical devices such as ultra-thin-body SOI and 
multi-gate devices including FinFET[50]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3 BSIM5�s predictive unified current saturation model. 

 
3 SURFACE POTENTIAL MODELS 

Until relatively recently Φs-based models were often 
considered too complicated for the compact modeling 
purposes. One major reason for this was that, techniques for 
computation of the surface potential were not developed 
sufficiently.   Applying the gradual channel and charge 
sheet assumptions yields an implicit relation for the surface 
potential in terms of the applied voltages[2,3].  The 
published iterative schemes to solve this equation were 
relatively slow and did not include all regions of the 
operation. Non-iterative approximations did not extend to 
the accumulation region and were not sufficiently accurate 
especially (as noted in [51]) for the purpose of computing 
the transcapacitances. It is important to note that in the 
1980�s the structure of the dominant VT-based models was 
still relatively simple so that the penalty associated with the 
iterative computation of Φs was believed (at that time!) to 
be non-trivial.  

Today the computation of the surface potential is no 
longer an issue. Considerable progress has been made in the 
development of the iterative algorithms [52,53,54,55] some 
of which obtain an accuracy of 10 pV with no more than 2 
iterations for most bias conditions. Non-iterative analytical 
approximations have also been developed [56, 57] some of 
which can deliver an accuracy of better than 1 nV except (at 
least for the published work) in the cases of the extreme 
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forward bias of the source-substrate junctions [52, 59]. As a 
result the time required to evaluate Φs is about 5-10% of the 
total execution time for surface potential models.  It has 
been demonstrated that the surface-potential-based model 
can be faster than some state-of-the art Vt based models 
[55]. 

One other drawback of the original ✂s-based models [3, 
60] was their use of complex and lengthy expressions for 
currents, charges and noise [61]. To simplify these 
calculations surface potential models developed more 
efficient approaches. One method is a linearization of the 
inversion charge as a function of the surface potential.  

 
3.1 A Practical Source-Side Only Model 
Practical and efficient surface potential MOSFET 

models can be derived based on a source-side only surface 
potential solution. One such model, inspired from the 
original work of Park [62], was developed in 1995 [63] and 
used in DEC�s Alpha chip design from 1996. The model 
was also extended for SOI devices in 1996, featuring 
automatic and physical transitions between partially- and 
fully-depleted modes of operations [64]. 

The source-side only solution represents a good 
compromise between accuracy and the simplicity and 
solution speed required for practical applications. The 
approach not only avoids solving for the surface potential 
on the drain side, but also results in a simple and self-
consistent treatment of carrier velocity saturation. In 
addition, appropriate treatment of the body charge 
linearization and the effective drain bias can be used to 
maintain source/drain symmetry. Some of the key core 
model assumptions and approximations, necessary to build 
an accurate and efficient source-side only approach, are 
highlighted here. 

The mobile carrier charge density qi, required for the 
integration of the current continuity equation, is obtained 
from charge conservation: qi = - (qg + qb). From Gauss� law, 
the gate charge density is accurately given by 

( )Sfbgboxg VVCq Φ−−=       (9)  

A good approximation for the body charge density is 
given by (10), valid for all regions of operation, unlike the 
simplified form (11), which is invalid in accumulation.  The 
even simpler form (12), often employed for qi calculations, 
is invalid even in weak accumulation as can be seen in fig. 
4. 
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tSib Cq ϕγ +Φ= -        (11)  

Sib Cq Φ= γ-         (12)  

To obtain simple analytic solutions, especially for 
terminal charges, qb needs to be converted into a linear 

function of ✂s. A simple endpoints linearization can be 
obtained by evaluating (10) at the source, ✂ss, and drain, 
✂sd = Φss + Vdsx, ends of the channel, where Vdsx is the 
effective drain voltage.  The endpoints linearization has the 
nice features of maintaining accurate qb values at the source 
and drain endpoints as well as preserving source/drain 
symmetry. 

 

 

 

 

 

 

 

 

 
 
 

Fig 4: Inversion charge density calculated with (10), full 
line, (11), dashed line, and (12), doted line. Circles are 
results from full numerical solutions of the Poisson 
equation. 

 
A good approximation for the effective drain voltage 

Vdsx was proposed in [65]. However, for the source-side 
only solution approach, the function ✂sd = ✂ss + Vdsx would 
not capture the correct behavior of φsd for small Vds. This 
can be fixed by obtaining the correct derivative g = 
d✂s/dVds for Vds →0 directly from the surface potential 
equation. Vdsx is forced to match this derivative using the 
expression: 
 

( )[ ] m/1m
dsatdsdsdsx V/gV1gVV

−
+=                               (13) 

 
 In addition to preserving source/drain symmetry, (13) 
produces the correct drain current behavior near Vds = 0. 

For models that rely on the drain side surface potential 
solution, self-consistent and efficient handling of the carrier 
velocity saturation effect on ✂sd has been a difficult 
problem to solve [65, 66], usually increasing the model 
complexity. One of the main advantages of the source-side 
only approach is that simple, explicit, and self-consistent 
Vdsat solutions are possible by equating the saturation drain 
current to the model drain current equation, at Vdsx = Vdsat. 

The velocity-field relation requires special treatment to 
be able to include the effect of longitudinal field dependent 
mobility in the integration of the continuity equation. A 
good approximation was proposed in [67], with the 
additional benefit of preserving source/drain symmetry, as 
recently pointed out in [68]. 
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The lateral field gradient [69], an attractive approach to 
treat small geometry effects, was evaluated for the practical 
model of [63]. However, it was abandoned due to 
limitations on the maximum threshold voltage roll-off of 
∆VT < ✏ (2✂f � Vbs)1/2  for the surface potential relation to 
have physical solutions, as well as inconsistent impact on 
the sub-threshold slope. Instead, and similarly to standard 
VT-based models, the source-referenced ✂s-based approach 
allows treatment of threshold voltage shifts due to small 
geometry and non-uniform doping effects as simple shifts 
in gate overdrive. The short-channel VT model of [70], with 
simple corrections to maintain source/drain symmetry, 
gives excellent results. Longitudinal doping non-uniformity 
can be modeled as in [71]. 

A simple linear analytic solution for the gate field 
reduction due to poly-depletion can be used to integrate the 
effect along the channel [72]. Quantum mechanical effects 
on the inversion charge density can be handled in a physical 
manner by a band-gap widening approach [63].  

3.2 The HiSIM Model 
Early efforts have been given to develop practical 

circuit simulation models based on the drift-diffusion 
concept and proved its feasibility for real applications [54, 
55]. They have been practically applied the development of 
DRAM, medical system ICs and IC-card products at 
Siemens since 1993. In recent years the potential of 
surface-potential approach was widely realized and 
received a lot of additional attention and development 
efforts [73-75]. In the surface-potential-based modeling, the 
surface potential is the measure of all device characteristics, 
which are very much dependent on technology. HiSIM 
(Hiroshima-university STARC IGFET Model) obtains the 
potentials by solving the Poisson equation iteratively both 
at the source side and drain side. An accuracy of 10 pV has 
been achieved with faster simulation time than some 
threshold voltage based models [55]. Such an extreme 
accuracy turned out to be absolutely necessary for 
maintaining sufficient accurate solutions for 
transcapacitance values as well as to achieve stable circuit 
simulation. 

An important task, which had to be completed before 
applying the surface-potential-based modeling to advanced 
MOSFETs, was the derivation of a method for 
incorporating the short-channel effect. For this purpose, the 
Poisson equation has to be solved in principle in two 
dimensions. The first approach had been to solve the 
equation with double looped iteration. However, it was 
realized that the effect can be reduced to the inclusion of 
the gradient of longitudinal electric field. In this way the 
short-channel effect could be derived analytically as the 
threshold voltage shift, and could be included in a quasi 1-
dimensional Poisson equation. This approach originated 
with [76] was first applied to compact modeling in [77] 
using geometry-dependent lateral field gradient 
approximation. To derive further analytical equations 
required for circuit simulation, different approaches have 

been investigated. The resulting MISNAN model [66] 
introduces a parabolic potential distribution along the 
channel. On the other hand, HiSIM implements charge and 
capacitance equations which maintain the gradual-channel 
approximation and provide a solution in the saturation 
condition by extending the surface potential beyond the 
pinch-off point [78]. Simulated surface potential values by 
HiSIM are shown in Fig. 5. Once the surface-potential 
values at source and drain side are known, all device 
characteristics are calculated without any additional 
parameter. Since this is the core approach of the surface-
potential-based modeling and at the same time the core of 
the device physics, a 1-to-1 correspondence between 
circuit-simulation model and device physics is readily 
obtainable. 
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Fig. 5: Simulated surface potential values with HiSIM at 

(a) source side as a function of Vgs, and (b) drain side as a 
function of Vds. The short-channel effect is incorporated in 
the values. 

For advanced MOSFETs, the surface-potential 
distribution along the channel determines the MOSFET 
features, and that the surface-potential distribution is 
determined by MOSFET parameters such as the bulk 
impurity profile. Intensive MOSFET-channel engineering is 
being undertaken to extend the application of the 
MOSFET-technology to the nano-technology era. Thus 
accurate modeling of the effects of such advanced 
technologies is a very important part of the surface-
potential-based modeling and has been the subject of recent 
researches. The modeling of the pocket implantation, for 
example, in HiSIM is done by taking into account the 
pocket profile precisely [79]. A 1-dimensional analytical 
description could be achieved by approximating a linearly 
graded profile. This pocket-implantation model has been 
verified to be predictable and as accurate as 2D-simulation 
results. Such modeling approach automatically preserves 
scalability of model parameters, and thus, one model-
parameter-set for all device dimensions is no question for 
HiSIM. 

A big advantage of a complete surface-potential-based 
model is that the overall model consistency is automatically 
preserved through the surface potential. Therefore, the 

NSTI-Nanotech 2005, www.nsti.org, ISBN 0-9767985-3-0 WCM, 20058



0.0 0.4 0.8 1.2 10-7

10-6

10-5

10-4

10-3

10-2

10-1

V GS (V) 

g m
 i 

(A
/V

i ) 

gm1

gm2

gm3

0.0 0.4 0.8 1.2 10-7

10-6

10-5

10-4

10-3

10-2

10-1

V GS (V) 

g m
 i 

(A
/V

i ) 

gm1

gm2

gm3

number of model parameters can be drastically reduced in 
comparison with conventional models [55]. This parameter 
reduction comes without any loss in reproduction accuracy 
of measurement data as e.g. the I-V characteristics. 
Moreover, it has been verified that the non-linear 
phenomena such as harmonic distortion are automatically 
accurately calculated [80]. All higher-order phenomena 
observed such as noise have been shown to be determined 
by the potential gradient along the channel [81, 82], which 
again highlights the strength of the concept of surface-
potential-based modeling. Investigations of the high-
frequency small-signal behavior with HiSIM concluded that 
the non-quasi-static effect is not as strong as previously 
believed [83]. In summary, it can be concluded that without 
considering the surface-potential distribution along the 
channel, modeling should become unnecessarily 
complicated and inaccurate. 

3.3 MOS Model 11 
MOS Model 11 (MM11) is the successor to MOS 

Model 9 [84]. Its development started in 1994, and aimed at 
fulfilling the following demands: 
•  Accurate, physical description of all MOSFET 

operation regions including the moderate inversion 
region and the accumulation region for varactor 
modelling; 

•  Computational complexity should allow application in 
digital designs;  

•  Accuracy should satisfy demands from analogue and 
RF circuit design. Analogue and RF design typically 
require an accurate description of not only currents and 
capacitances, but also of the small-signal, distortion 
and noise behaviour. 

•  Accurate description of all important physical effects 
of modern and future technologies; and 

•  A simple parameter extraction methodology. 
MM11 fulfils all of the above demands. In the 

following, we will briefly discuss how MM11 has been 
developed within the general context of compact MOS 
modelling. 

Surface potential models use a single expression for 
drain current and give a physics-based and accurate 
description in all operation regions including the moderate 
inversion and the accumulation region. As discussed above 
the charge based model and the VT-based model are special 
simplified cases of the ✂s-based model. The ψs-based 
model thus has the most general form, and as a result it is 
the natural choice for an advanced MOS model such as 
MM11. 

To obtain efficient expressions for model outputs, 
several approximations were developed mainly based on a 
linearization of the inversion charge as a function of ψs. In 
MM11, a linearization is performed around the average of 
source and drain surface potentials [85, 86], which results 
in simpler expressions without a loss of accuracy. A 
different linearization approach (such as a linearization 
around the source-side surface potential as is done in VT-

based models), may lead to wrong results in certain circuit 
applications such as, e.g., the R2R circuit [87]. In addition, 
the MM11 approach also ensures that the model symmetry 
with respect to source-drain interchange is maintained. 
Note that this approach is not unlike the symmetric 
linearization method used in SP [88], which made it easy to 
merge the best features of MM11 and SP into one model 
called PSP. 

Finally, we note that, with the above linearization 
approach, a ✂s-based model forms an excellent basis for an 
easy implementation of well-known physical phenomena 
such as, e.g., thermal noise [89], new phenomena appearing 
in new applications such as, e.g., induced gate noise [89], or 
new phenomena appearing in new technologies such as, 
e.g., gate leakage [90]. For each of these examples MM11 
contains original contributions. 

The original ✂s-based charge-sheet models describe the 
electrical behaviour of an ideal long-channel MOSFET. For 
the description of realistic devices, however, the model has 
to be extended with an accurate description of mobility 
effects and conductance effects. In MM11, these effects 
have been added with a special emphasis on distortion 
modelling. 

For an accurate description of distortion, the model 
should accurately describe the drain current and its higher-
order derivatives (up to at least 3rd-order). MM11 has 
especially been developed for this purpose. As a result, 
compared to other models, MM11 contains improved 
expressions for mobility reduction [91], velocity saturation 
and various conductance effects [92]. The distortion 
modelling of MM11 has been extensively tested on various 
MOSFET technologies [93], and it gives an accurate 
description of modern CMOS technologies, see Fig. 6.  A 
special case of distortion modelling concerns the model 

 

Fig. 6: MM11 gives an accurate description of distortion 
behaviour. Measured (symbols) and modelled
(lines) higher-order derivatives gmi (=∂iID/∂VGS

i) 
as a function of gate bias VGS for 
W/L=10µm/0.1µm device. (n-MOS, VDS=0.73V, 
VSB=0V) 
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symmetry with respect to source-drain interchange. Model 
asymmetry leads to discontinuities in the higher-order 
derivatives of channel current at VDS=0 [73]. In MM11, care 
has been taken to preserve symmetry in the model 
expressions [87, 91] as illustrated in fig. 6. 

With respect to symmetry, it should be pointed out here 
that symmetrical and asymmetrical models are often 
mistakenly identified as bulk-referenced and source-
referenced, respectively [94]. Bulk-referencing is no 
guarantee for a model to be symmetrical, while a source-
referenced model can be perfectly symmetrical, e.g., MM11 
(see also [91]). As a consequence, it is misleading to 
categorize compact models in source-referenced and bulk-
referenced models, and it makes more sense to talk about 
symmetrical and asymmetrical models. 

For modern CMOS technologies several physical 
effects have become important that did not affect circuit 
design before. All these effects should be described by the 
compact MOS model. MM11 includes an accurate 
description of all important physical effects, such as poly-
depletion [95], quantum-mechanical effects [95], the effect 
of pocket implants [96], gate tunnelling current [55], bias-
dependent overlap capacitances [95], gate-induced drain 
leakage and noise [54]. 

Finally, it should be mentioned that the model structure 
of MM11 is different from any other model. In MM11, a 
distinction is made between local parameters, which are 
parameters valid for a device with a specific geometry, and 
global parameters, which are parameters valid for all 
devices with different geometries in one technology. The 
model equations make use of local parameters, and the 
local parameters can be written in terms of the instance 
parameters (e.g., W, L) and the global parameters. MM11 
can be addressed on a local level and on a global level 
separately, which allows for a rigorous separation of model 
equations (i.e., currents and charges in terms of applied 
bias) and geometry scaling relations (i.e., local parameters 
in terms of geometry). This facilitates model development 
and a simple parameter extraction. 

3.4 The SP Model 
In the development of SP we have selected the surface 

potential based structure for the following reasons. It is the 
most general form from which the others follow as special 
cases. Since in our formulation [97] the equations of the 
Φs�based model are as simple as those in Vt or qi - based 
models there is almost no price to pay for this generality 
and relatively high physical content. The fundamental 
advantage of the Φs �based approach is that it allows one to 
use a single set of equations for all regions of operation 
Similarly, only this approach allows one to physically 
model the source-drain overlap regions where the threshold 
voltage or inversion charge cannot be used.  

The double�integral formula of [2] can be easily 
extended to include low-temperature operation and 
transverse field-dependent mobility [98] and can be 
transformed into a somewhat more efficient form by careful 
variable transformation [99]. The development of Φs-based 

compact models was initiated very soon after the work of 
Brews [3]. All of the existing Φs-based models use the 
charge-sheet approximation as a starting point. We note in 
passing that while the original charge-sheet model did not 
include the accumulation region this omission is not 
catastrophic and is easily rectified in the modern versions 
[97, 59]. In [100,101] some short-channel effects were 
introduced and the need to describe the saturation region 
differently than in [1, 3] (where velocity saturation was not 
included) was recognized. Accurate non-iterative technique 
has been developed for computing the surface potential 
(including the case of the lateral field gradient) [103]. A 
simpler but equally accurate non-iterative solution for Φs 
exists for the source-drain overlap regions where the 
minority carriers can be neglected [102]. With different 
physical interpretation this algorithm is also useful in the 
dynamic varactor models [104] and in the NQS model 
[105]. Since the majority carriers are not affected by the 
imref splitting, the substrate forward bias is not an issue in 
this case. 

In a surface potential model short-channel effects can 
no longer be accounted for by simply adding new terms to 
the expression for the threshold voltage. This problem has 
been gradually solved in the modern Φs-based models by 
accumulating the necessary experience and trying different 
approaches. For example, the SP formulation goes beyond 
the gradual channel approximation by using the bias and 
geometry dependent lateral gradient factor originally 
introduced in [76].  The geometry depend version was 
already used in [77]. The last problem that, for a while, 
retarded the development of the Φs-based models was their 
relatively complicated structure, especially of the 
expressions for the intrinsic charges. For the original 
charge-sheet model these were computed in [106], and 
subsequently in [107,108] in an explicit form. These 
complicated expressions are not suitable for the purpose of 
compact modeling so various approximations were 
developed based, primarily, on the linearization of the 
inversion charge as a function of the surface potential. The 
technique used in SP was influenced by the observation in 
[73] that this linearization is a critical step that when done 
improperly may bring about a violation of the Gummel 
symmetry test and consequential difficulties in the 
simulation of passive mixers and related circuits [68]. The 
symmetric linearization method developed in SP 
[58,97,108] preserves the Gummel symmetry and produces 
expressions for both the drain current and the terminal 
charges that are as simple as those in Vt-based or qi-based 
models (e.g. no fractional powers like 3/2 often associated 
with the charge-sheet model) and are numerically 
indistinguishable from the original charge-sheet model 
equations [58,108]. As a result SP is at least as fast as the 
latest Vt-based models. We note in passing that the 
symmetric linearization approach is not particularly 
sensitive to the details of the velocity saturation model 
which is enabling the merger of the best features of the SP 
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and MM11 models (the PSP model presented in a 
companion paper in this volume).  

The charge linearization relative to the source is not the 
only cause responsible for the violation of the Gummel 
symmetry test. As pointed out in [73, 68] the other problem 
is the singular nature of the popular velocity saturation 
model 

( ) nn
cd EEEv

1
0 1 





 += µ

      (14) 
with n=1. In the above equation Ec denotes the critical field 
and µ0 is the effective channel mobility for low longitudinal 
field E. The problem can be solved using n=2 (cf. the 
related formulation in [86]) or by adopting a Vds dependent 
critical field originally introduced in compact modeling for 
a different purpose [109, 67]. When combined with the 
symmetric linearization method this technique 
automatically solves the singularity issue [68, 97].  

Some of the specific features of SP include its unique 
symmetric linearization method, completely non-iterative 
formulation, non-regional description from accumulation to 
strong inversion, inclusion of all relevant short-channel and 
thin-oxide effects, bias-dependent effective doping to deal 
with �halo� effects, physical description of the overlap 
regions and of the �inner-fringing� effects, and the 
comprehensive and accurate NQS model based on the 
spline collocation method [108]. The latter has been 
recently extended to include the accumulation region [105] 
and the small-geometry effects. Finally, we note that when 
combined with the general one-flux theory of the non-
absorbing barrier SP [110, 111] is capable of reproducing 
the quasi-ballistic effects using the one-flux method [112]. 

4 Conclusions 
Two approaches to MOSFET compact models have 

been described.  The future direction for the industry is 
unclear.  We hope this paper and the forum at the 2005 
WCM of which the paper is a part provide some facts and 
perspective to help light the way.  The GEIA Compact 
Model Council is currently examining examples of both 
types and their work will provide additional insight into the 
consequences of various modeling choices.  Ultimately 
engineers responsible for providing models to meet the 
needs of circuit designers will decide which model to use.  
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